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In this paper, we show that, surprisingly, $S = 1$ Majorana spin liquids fit naturally into a well-known construction of spin liquids based on $S = 1/2$ fermionic partons. Such spin liquid states can be classified in terms of their projective symmetry group (PSG). We show that the existing PSG classification of $S = 1/2$ fermionic parton states is incomplete; upon completing it, we find the $S = 1$ Majorana spin liquids. The spin liquids we find have, in addition to a triplet of $S = 1$ Majorana fermions, a spin singlet Majorana fermion. Going beyond mean-field theory, all of these fermions are coupled to a deconfined $Z_2$ gauge field. Moreover, wave functions for these states are easily obtained via Gutzwiller projection.

Before delving into details, let us first make the above assertions plausible. In the $S = 1/2$ fermionic parton approach, space group and time-reversal symmetries act projectively on fermions; that is, such operations are realized as a product of the naive operation combined with an appropriate SU(2) gauge transformation. The crucial observation, which to our knowledge has not been made before, is that spin rotations can also act projectively on the $S = 1/2$ partons. We show that there are only two distinct realizations of spin-rotation symmetry, a familiar naive realization, where spin rotations alone are a symmetry, and a projective realization, where only combined spin and gauge rotations are a symmetry. The projective realization can be thought of as a “locking together” of SU(2) spin symmetry and SU(2) gauge transformations, and is analogous to color-flavor locking in high-density quantum chromodynamics.

We find that $S = 1$ Majorana spin liquids occur when spin rotations are realized projectively. The spin symmetry of such states is not readily apparent if one works in terms of $S = 1/2$ partons. Manifest spin-rotation invariance is recovered upon writing the $S = 1/2$ partons in terms of Majorana fermions that turn out to transform as singlets and triplets under projective spin rotations.
When spin rotations are realized projectively, the PSG classification needs to be redone. We show that Majorana spin liquid PSGs—henceforth referred to as Majorana PSGs—are in one-to-one correspondence with the SU(2) PSGs in the existing classification (i.e., for the naive realization of spin-rotation symmetry). In general, for a given lattice, there are only a few SU(2) PSGs, and therefore there are not many Majorana PSGs, at least if we insist on keeping time-reversal invariance and all lattice symmetries, as we do—for simplicity—in this paper. For example, on the square lattice there are four Majorana PSGs,19 and on an anisotropic triangular lattice there are two.21 On the perfect (isotropic) triangular lattice we show that there are actually no Majorana PSGs. This occurs because the mean-field Hamiltonian for a Majorana spin liquid breaks time reversal (and usually also reflection symmetry) if it has a nonbipartite structure of hoppings; therefore, unless one allows breaking of some symmetries, many frustrated lattices are not expected to admit any Majorana spin liquids. On the other hand, if we broaden our scope to allow for breaking of time-reversal and some lattice symmetries, Majorana spin liquids are certainly possible on frustrated lattices. In Sec. VIII, we speculate on the implications of these observations for finding Majorana spin liquids in realistic models and in experiments.

Beyond development of the general results mentioned above, we discuss Majorana spin liquids on the square lattice. The primary purpose of this discussion is to give a concrete illustration of our more general results, and to discuss the properties of some spin liquid states arising from our construction. There are four Majorana PSGs on the square lattice; for each of these, we discuss the state with the simplest mean-field Hamiltonian (i.e., with only the shortest-ranged hopping allowed by symmetry). Three of these states have nested Majorana Fermi surfaces, and we expect these do not describe stable spin liquids beyond mean-field theory. One state, however, is characterized by gapless Fermi points, and we show that it is a stable phase. This state is dubbed the MB1-Dirac state. The behavior of this state in a Zeeman magnetic field is interesting; depending on parameters, a small Zeeman field opens a gap for some of the Majorana fermions. Similar effects of Zeeman field were noted in the exactly solvable model of Ref. 14. The Fermi points of the MB1-Dirac state acquire a full gap upon introducing either a weak columnar dimerization or a weak breaking of parity and time reversal. In the presence of both these orders, it is possible to have a state where $Z_2$ vortices are bound to an odd number of Majorana zero modes and carry non-Abelian statistics, as in the B-phase of the Kitaev honeycomb lattice model.36

Our mean-field theory is distinct from that of Biswas et al. (see Ref. 13): in their formalism, there is only a triplet of Majorana fermions, where in ours there is also a spin singlet Majorana fermion. Understanding the relationship, if any, between these two mean-field theories is an open problem. We contrast the two approaches in Appendix D. Briefly, our formalism can incorporate fluctuations about mean-field theory using standard ideas of slave particle gauge theories, while Ref. 13 seems to require a more novel approach, which would be interesting to study in detail. Projected wave functions can be easily obtained in our formalism, while it is not yet clear how to do this following Biswas et al. These distinctions notwithstanding, it should be emphasized that the states obtained via these two approaches are similar in their physical properties, and in some cases the two mean-field theories may even describe two different limits of the same phase.

We now outline the remainder of the paper. In Sec. II, we briefly review the fermionic parton approach to $S = 1/2$ spin liquids and the classification of such states by projective symmetry group. A variety of useful notation is also introduced there. In Sec. III, we discuss the possibility of projective spin-rotation symmetry, and show that there are only two possible realizations of spin-rotation symmetry in the fermionic parton approach, subject only to some minimal assumptions. Next, in Sec. IV, we study the most general mean-field fermion Hamiltonian invariant under projective spin rotations, and show that its single-particle excitations are $S = 1$ and $S = 0$ Majorana fermions. We also discuss the low-energy effective $Z_2$ gauge theory of Majorana spin liquids, and make some comments about their projected wave functions. Section V is concerned with the classification of Majorana PSGs. In Sec. VA, we establish the one-to-one correspondence between Majorana PSGs and SU(2) PSGs in the existing PSG classification. In Sec. VB, we enumerate the four Majorana PSGs on the square lattice, and in Sec. VC, we discuss frustrated mean-field ansätze for Majorana spin liquids and time-reversal symmetry breaking. In Sec. VI, we study Majorana spin liquids on the square lattice at the mean-field level, considering each of the four PSGs. The properties of the stable MB1-Dirac state are considered in more detail in Sec. VII. In particular, we show that the MB1-Dirac state is a stable phase and discuss the effects of Zeeman magnetic field. We also consider the properties of some nearby gapped phases, including some with non-Abelian statistics of $Z_2$ vortices. Various technical details, as well as a discussion of the approach of Ref. 13, are contained in the appendices. The paper concludes with a discussion in Sec. VIII.
multispin exchange terms (not written) can also be included in the Hamiltonian.

We are interested in constructing possible spin-liquid ground states, which are simply ground states that preserve all of the microscopic symmetries of the original model. (Occasionally we will also use a looser definition of spin liquid that only requires the preservation of translation and spin-rotation symmetries.) One major approach to constructing spin-liquid states begins by rewriting the spin operator $S_r$ as a bilinear of partons (bosons or fermions) and ends in the construction of wave functions, as well as associated low-energy effective field theories. For reasons discussed at the end of Sec. III, in this paper, we shall confine our attention to fermionic partons. In the remainder of this section, we review the fermionic parton approach, mostly following Ref. 19, before proceeding to our results in Sec. III. Our intent is not to provide a complete review, but rather to remind the reader of the basic facts, emphasizing those aspects important for connecting to the remainder of the paper. To this end, we use notation differing from most treatments in the literature.

The spin operator is written as

$$ S_r = \frac{1}{2} f_{ra}^\dagger \sigma_{a\beta} f_{r\beta}, \quad (2) $$

where $f_{ra}^\dagger$ creates a spin-1/2 fermion of spin $\alpha = \uparrow, \downarrow$ at site $r$. The fermions obey canonical anticommutation relations, $\sigma = (\sigma^1, \sigma^2, \sigma^3)$ is a vector of the $2 \times 2$ Pauli matrices, and summation over repeated indices is implied. In order to have a faithful representation of the spin model, we must also impose the local constraint

$$ f_{ra}^\dagger f_{ra} = 1. \quad (3) $$

It is clear from Eqs. (2) and (3) that there is a local redundancy under U(1) gauge transformations $f_{ra} \rightarrow e^{i\phi_r} f_{ra}$. In fact the full local redundancy is known to be SU(2). To expose this, we introduce the $2 \times 2$ matrix

$$ F_r = \begin{pmatrix} f_{r^\uparrow} & f_{r^\downarrow}^\dagger \\ f_{r^\downarrow} & f_{r^\uparrow}^\dagger \end{pmatrix}. \quad (4) $$

The reason for introducing this matrix, rather than working with a two-component spinor as is more common, is that left-SU(2) rotations of $F_r$ are spin rotations, while right-SU(2) rotations are gauge transformations. Therefore, when we work with objects built from $F_r$, transformation properties under both gauge and spin rotations are manifest. The spin operator can be written as

$$ S_r = \frac{1}{2} \text{tr}(\sigma F_r F_r^\dagger), \quad (5) $$

which is manifestly invariant under the SU(2) gauge transformation $F_r \rightarrow F_r U_r$, where $U_r \in \text{SU}(2)$. Moreover, gauge transformations are generated by

$$ G_r = \frac{1}{2} \text{tr}(F_r \sigma F_r^\dagger). \quad (6) $$

The constraint Eq. (3) can be expressed as $G_r^2 = 0$, and this automatically implies also $G_r^\dagger = G_r^2 = 0$. Therefore we have the local SU(2) constraint

$$ G_r = 0. \quad (7) $$

A fact that will be useful later on is that $S_r$ and $G_r$ form a complete set of fermion bilinears for the single site $r$. We have the commutation relations

$$ [S_r^\dagger, S_r] = i e^{ijk} S_r^k \quad (8) $$
$$ [G_r^\dagger, G_r] = i e^{ijk} G_r^k \quad (9) $$
$$ [S_r^\dagger, G_r^\dagger] = 0. \quad (10) $$

To proceed, one writes down a quadratic mean-field Hamiltonian in terms of the fermions. This Hamiltonian can be obtained by decoupling the quartic spin exchange interaction, but this is not necessary, and we will not frame our discussion in that language. The most general quadratic Hamiltonian satisfying $[H_0, S_r^\dagger] = 0$, where $S_r^\dagger = \sum_r S_r^\dagger$, is

$$ H_0 = \sum_{(r,r')} \left[ i \chi_{rr'}^{\dagger} \text{tr}(F_r F_r^\dagger) + \chi_{rr'} \text{tr}(F_r \sigma^i F_r^\dagger) \right] + \sum_r d_0(r) G_r^\dagger, \quad (11) $$

where $d_0(r)$, $\chi_{rr'}^{\dagger}$ and $\chi_{rr'} (i = 1, 2, 3)$ are real parameters. A choice of these parameters is referred to as a mean-field ansatz.

A spin-liquid wave function is generated from this Hamiltonian by Gutzwiller projection

$$ |\psi\rangle = P |\psi_0\rangle, \quad (12) $$

where $|\psi_0\rangle$ is the ground state of $H_0$, and $P$ implements Gutzwiller projection (i.e., projection onto the subspace satisfying the constraint $G_r = 0$). More precisely, $P = \prod_r P_r$, where

$$ P_r = \frac{1}{2} S_r^\dagger = \frac{1}{2} \left( 1 - G_r^2 \right). \quad (13) $$

From this form, it is clear that $G_r^\dagger |\psi\rangle = 0.$

The form of $H_0$ guarantees that $|\psi\rangle$ is a spin singlet; $S_r^\dagger |\psi_0\rangle = 0$, and therefore $S_r^\dagger |\psi\rangle = S_r^\dagger P |\psi_0\rangle = \prod_r S_r^\dagger |\psi_0\rangle = 0.$ For $|\psi\rangle$ to describe a spin liquid, it must also preserve time-reversal and space group symmetries (or a subgroup of these symmetries, if we use a looser definition of spin liquid). This occurs exactly when $H_0$ is invariant under projective symmetry group (PSG) transformations. Consider a space group operation $S : r \rightarrow S(r)$. This operation acts on spin operators by

$$ S : S_r \rightarrow S_{S(r)}, \quad (14) $$

and we require this operation to leave $|\psi\rangle$ invariant (possibly up to multiplication by an overall phase). Acting on fermion operators, we have the projective transformation

$$ S : F_r \rightarrow F_{S(r)} U_r^S, \quad (15) $$

where $U_r^S \in \text{SU}(2)$ is an arbitrary gauge transformation, which does not affect the transformation of the gauge-invariant spin operators. In order for $S$ to be a symmetry, we require that there exists some choice of $U_r^S$ such that Eq. (15) leaves $H_0$ invariant. Similarly, time reversal is implemented as an antiunitary operation sending

$$ T : F_r \rightarrow (i \alpha^2) F_r U_r^T, \quad (16) $$

where again $U_r^T$ must be chosen to leave $H_0$ invariant. Spin rotations are realized by $F_r \rightarrow U F_r$ for $U \in \text{SU}(2)$, and do not require any gauge transformation (but see Sec. III).
Moreover, $H_0$ is also invariant under a subgroup of pure gauge transformations, called the invariant gauge group (IGG). The IGG can be SU(2), U(1), $Z_2$, or products of these groups. There is thus some freedom in the choice of $U_r^S$ and $U_r^T$, since these gauge transformations can always be multiplied by an element of the IGG. This situation is expressed by writing

$$SG = PSG/IGG,$$  

(17)

where SG stands for the symmetry group of the spin model.

To summarize this discussion, and give a more precise definition of PSG, we say that a PSG is specified by the following set of transformations (and also products of these transformations):

$$S : F_r \to F_{Sr}U_r^S,$$  

(18)

$$T : F_r \to (\alpha^2)F_rU_r^T,$$  

(19)

spin rotation : $F_r \to UF_r,$  

(20)

$$IGG : F_r \to F_rU_r^\alpha.$$  

(21)

Here, $S$ runs over all space group operations, and $\alpha$ parametrizes the elements of the IGG. We also require that there exists a (nonzero) ansatz invariant under these transformations. Moreover, we require that the ansatz is invariant only under those pure gauge transformations in the IGG. Two collections [see Eqs. (18)–(21)] of such transformations are equivalent, and are considered realizations of the same PSG, if they are gauge equivalent. (We do not require the ansatze associated with two sets of transformation laws to be gauge equivalent.)

PSGs can be classified following Ref. 19, where the classification was worked out for the square lattice for the cases IGG = SU(2), $Z_2$, where there are only a finite number of PSGs. The classification was also partially worked out for IGG = U(1), where there are an infinite number of PSGs. PSGs are often referred to by type of IGG; for example, if IGG = $Z_2$, we say that the PSG is a $Z_2$ PSG. It should be remarked that a very similar PSG classification exists in the bosonic parton approach.28 The main difference is that the gauge structure for bosonic partons is only U(1) and not SU(2).

So far we described how to generate a wave function from a mean-field ansatz, but we have said nothing about how to arrive at a low-energy effective theory. We sketch a prescription here, which builds on ideas introduced in Ref. 26, and has subsequently been used in many works. Beyond the brief discussion here, we also illustrate this prescription in greater detail, via a concrete example in Sec. IV.

One introduces a dynamical lattice gauge field with gauge group given by IGG, and couples it to the fermions.27 The Gauss’ law constraint is chosen so that the gauge theory reduces to a $S = 1/2$ Heisenberg model in the strong-coupling limit. Barring accidental fine-tuning—which is anyway easily corrected—the resulting low-energy theory has precisely the global symmetries of the microscopic spin model of interest. Moreover, it reduces to a spin model in the same universality class (i.e., with $S = 1/2$ spins, short-range interactions, and the same symmetries), in the strong-coupling limit. Therefore it is expected to be a legitimate low-energy effective theory, in the sense that its phases and phase transitions occur for some spin model in the same universality class as the microscopic spin model of interest. Furthermore, such gauge theories also arise naturally upon studying fluctuations about mean-field theory.28

The spin-liquid phase is the deconfined phase of the low-energy effective gauge theory. It should be noted that when IGG = U(1), SU(2), there may not be a stable deconfined phase; in that case, the low-energy theory does not describe a stable spin-liquid phase. When IGG = $Z_2$, deconfinement of the gauge field is robust, as it is protected by the nonzero energy gap to $Z_2$ vortex excitations.

It is important to keep in mind that the classification of PSGs is not the same as a classification of spin-liquid phases. For instance, there can be distinct spin liquids with the same PSG. This occurs, for example, when some parameter of a mean-field ansatz can be tuned to transform a state with a fermion gap into a gapless state.

Finally, we briefly comment on the relationship between the projected wave function and effective theory obtained from the same mean-field ansatz. In our opinion, this issue is poorly understood and in need of more attention in future work. The effective theory, by design, correctly captures the universal long-wavelength physics of a given spin liquid phase; there is no guarantee that the wave function does the same. Indeed, in a number of cases, there is compelling evidence that the long-wavelength properties of projected wave functions do not match the corresponding effective theory.29–31 On the other hand, a class of wave functions for $Z_2$ spin liquids does have the same $Z_2$ topological order as the effective gauge theory.32,33 Moreover, the wave functions provide short-distance information—energetic information, for example—that is inaccessible using the effective theory approach. Therefore it would be desirable to better understand the circumstances under which projected wave functions capture the correct long-distance behavior of the low-energy effective theory, and, in other circumstances, to learn how the wave functions may be improved.

### III. PROJECTIVE REALIZATION OF SU(2) SPIN SYMMETRY

Here, within the framework of the $S = 1/2$ fermionic parton approach reviewed above, we consider the possibility that spin rotations are realized projectively. That is, we consider the possibility that the mean-field Hamiltonian is not invariant under the naive spin rotation Eq. (20), but is invariant when naive spin rotation is combined with an appropriate gauge transformation. Because spin rotations are a continuous symmetry, the conditions on how it may be realized are quite restrictive. We will show that, subject to minimal assumptions, there are only two distinct ways to realize spin-rotation symmetry: the naive transformation of Eq. (20), and the projective spin rotation:

$$\text{spin rotation}: F_r \to UF_rU_r^\dagger.$$  

(22)

When IGG = SU(2), Eqs. (20) and (22) are not distinct. However, in Sec. IV below, we will consider the most general mean-field Hamiltonian invariant under projective spin rotations and see that generically IGG = $Z_2$.

We assume spin rotations are generated by the Hermitian operators $T^\dagger$ and that $[H_0, T^\dagger] = 0$, where $H_0$ is the mean-field...
Hamiltonian. Note that we do not assume $H_0$ has the form given in Eq. (11). It follows from Noether’s theorem and the fact that the mean-field Hamiltonian is quadratic that $T^i$ is a fermion bilinear. We make the following further assumptions: (i) $T^i = \sum_r T^i_r$, (ii) for a gauge-invariant state $|\psi\rangle$ (which satisfies $G^a_r|\psi\rangle = 0$, $T^i|\psi\rangle = S^i|\psi\rangle$, and (iii) $[T^i, T^j] = i\epsilon^{ijk}T^k$. While it might conceivably be possible to relax some of these assumptions, we have not found a sensible way to do this, and we will not consider this possibility here.

Here and throughout this paper, we will restrict attention to mean-field ansätze that fully connect the lattice. This means that any two sites $r_1$ and $r_2$ are joined by a path of lattice bonds $(r, r')$ such that, for each bond in the path, a fermion bilinear coupling $F_r$ with $F_{r'}$ appears in $H_0$ with nonzero coefficient. One reason for this restriction is just simplicity. A deeper reason is that, for a mean-field ansatz where the lattice breaks into two or more disconnected components, the PSG classification reduces to a separate PSG classification for each disconnected component, and the IGG will be a product of IGGs for each of the disconnected components. Therefore the more basic problem is to classify PSGs and construct corresponding spin-liquid states for fully connected mean-field ansätze.

Since $S^i_r$ and $G^i_r$ are a complete set of single-site fermion bilinears, the most general form of $T^i_r$ satisfying assumption (2) is

$$T^i_r = S^i_r + M^i_r G^i_r,$$

where $M^i_r$ is an arbitrary real 3 × 3 matrix. For assumption (3) to hold, we must also have $[T^i_r, T^j_r] = i\epsilon^{ijk}T^k_r$; it is shown in Appendix A that this implies either $M_r = 0$ or $M_r \in SO(3)$. We can therefore make a gauge transformation so that on every site either $M_r = 0$ or $M^i_r = \delta^i_j$. Suppose that on one site $r$, $M_r = 0$, while on another $r'$, $M^i_{r'} = \delta^i_j$. In this case, there is no spin-rotation invariant fermion bilinear coupling $F_r$ and $F_{r'}$. Since we assume the ansatz is fully connected, this means we must either have $M_r = 0$ everywhere, or $M^i_r = \delta^i_j$ everywhere.

We have therefore shown that the only two possibilities for the generator of spin rotations are $T^i = S^i$ or $T^i = S^i + G^i$, where

$$G^i = \sum_r G^i_r.$$  

This form generates the projective spin rotations of Eq. (22). We shall now proceed to study mean-field Hamiltonians, and the corresponding spin-liquid states, where spin rotations are realized projectively in this fashion.

At this point, it is natural to ask whether any analogous results hold for bosonic partons. Obviously the SU(2) gauge structure of fermionic partons is the crucial element in the above discussion, because it allows for a natural association, expressed in Eq. (22), of a gauge rotation with a given spin rotation. Bosonic partons have only a U(1) gauge structure, so we expect that spin rotations cannot be realized projectively with bosonic partons as long as the spin symmetry is SU(2). On the other hand, if the spin symmetry is only U(1), we expect that projective spin symmetry can be realized with bosonic partons. Study of this possibility is left for future work.

IV. MAJORANA SPIN LIQUIDS

Here, we consider the most general mean-field Hamiltonian invariant under projective spin-rotation symmetry generated by $T^i = S^i + G^i$, and show that its single-particle excitations are $S = 1$ and $S = 0$ Majorana fermions. Moreover, we show that IGG = Z_2, and write the low-energy effective Z_2 gauge theory describing the spin-liquid state. We also make some comments on projected wave functions. The classification of Majorana PSGs, and specific examples of Majorana spin liquids, are discussed in later sections.

The most general quadratic Hamiltonian invariant under projective spin-rotation symmetry is

$$H_0 = \sum_{(r,r')} \left[ i\chi^r_{\sigma r} \sigma r + i\chi^r_{\sigma r'} \sigma r' \right].$$  

The sum is over ordered pairs of lattice sites $(r, r')$; the ordering of the pairs is fixed but arbitrary. If $\chi^r_{\sigma r} = 0$ for all bonds, then we have IGG = SU(2) in which case there is no distinction between projective and naive spin rotations. Therefore we always want to consider $\chi^r_{\sigma r} \neq 0$ for some bonds. The ground state of $H_0$ is a singlet under projective spin rotations, that is, $T^i|\psi_0\rangle = 0$ and also $\langle \psi_0 | T^i | \psi_0 \rangle = 0$. This implies that the corresponding projected wave function $|\psi\rangle = \mathcal{P}|\psi_0\rangle$ satisfies $S^i|\psi\rangle = 0$ and $\langle \psi | S^i | \psi \rangle = 0$.

As an aside, it is interesting to express $H_0$ directly in terms of $f_{\alpha}$ fermions; it takes the form

$$H_0 = \sum_{(r,r')} \left[ i\chi^r_{\sigma r} \sigma r + i\chi^r_{\sigma r'} \sigma r' \right] f^\dagger_{r\sigma} f_{r'\sigma} + i\chi^r_{\sigma r} \sigma r f^\dagger_{r\sigma} f_{r'\sigma} + \text{H.c.}.$$  

This Hamiltonian combines an imaginary spin-dependent hopping with an imaginary pairing of the up-spin fermions only.

Returning to the main task at hand, we define Majorana fermions as follows:

$$F_r = \frac{1}{2} \left[ i s_r + \sigma \cdot t_r \right]$$

or, equivalently,

$$s_r = -i(f_{r\uparrow} - f_{r\downarrow})$$

$$t^\dagger_r = f_{r\uparrow} + f_{r\downarrow}$$

$$f^\dagger_r = -i(f_{r\uparrow} - f_{r\downarrow})$$

$$f^\dagger_r = f_{r\uparrow} + f_{r\downarrow}$$

We note that the same mapping was recently employed in Ref. 34 to study Kitaev’s honeycomb lattice model using $S = 1/2$ partons. These objects satisfy the anticommutation relations

$$\{s_r, s_{r'}\} = 2\delta_{rr'}$$

$$\{t^\dagger_r, t^\dagger_{r'}\} = 2\delta^{ij}\delta_{rr'}$$

$$\{s_r, t^\dagger_{r'}\} = 0.$$
Moreover, from the form of Eq. (28), it is clear that $s_r$ is a singlet under projective spin rotations, while $t_r$ transforms as a vector.

Expressing $H_0$ in terms of Majorana fermions we have

$$H_0 = \sum_{(rr')} \left[ i\chi_{rr}'s_rs_r + i\chi_{rr}'G_r \cdot t_r \right] ,$$

(36)

where $\chi_{rr}' = \chi_{rr}'^1 / 2 + 3 \chi_{rr}'^2 / 2$ and $\chi_{rr}'^1 = \chi_{rr}' - \chi_{rr}'^2 / 2$. From this form, it is clear that we simply have a theory of decoupled singlet and triplet Majorana fermions. Moreover, as long as $\chi_{rr}' \neq 0$, the $s$ and $t$ fermions have different spectra.

We have the expressions

$$S^i_r = -\frac{1}{4} \left( i s_r t'_r + \frac{i}{2} \epsilon^{ijk} t'^k_r \right),$$

(37)

$$G^i_r = \frac{1}{4} \left( i s_r t'_r - \frac{i}{2} \epsilon^{ijk} t'^k_r \right),$$

(38)

$$T^i_r = -\frac{i}{4} \epsilon^{ijk} t'^k_r.$$

(39)

We note that $G^i_r = 0$ if and only if

$$t'^1_r t'^2_r t'^3_r s_r = 1.$$  

(40)

This is a $Z_2$ form of the gauge constraint because the operator $t'^1_r t'^2_r t'^3_r s_r$ has eigenvalues $\pm 1$ and is the constraint appearing in the solution of Kitaev’s honeycomb lattice model.16

In Appendix B, we show that IGG $= Z_2$. This is done by directly proving that the only SU(2) gauge transformations leaving $H_0$ invariant are $U_r = 1$ for all $r$ and $U_r = -1$ for all $r$. It is also shown in Appendix B that space group and time-reversal operations leaving $H_0$ invariant must be of the form

$$S : F_r \rightarrow F_{S(r)} \pi^S_r,$$  

(41)

$$T : F_r \rightarrow (i \sigma^3) F_r (i \sigma^3) \pi^T_r,$$  

(42)

where $\pi^S_r$ and $\pi^T_r$ take values $\pm 1$ as a function of lattice site $r$.

Now, we shall write down the low-energy effective $Z_2$ gauge theory describing a Majorana spin-liquid state. We note that essentially the same construction has been used previously for other $Z_2$ spin-liquid states.35 For simplicity of notation, we consider an ansatz with only nearest-neighbor bonds. On every nearest-neighbor bond, we place an Ising degree of freedom with a two-dimensional Hilbert space, acted on by Pauli matrices $\sigma^r_{rr'} = \sigma^x_{rr'}$ and $\sigma^r_{rr'} = \sigma^y_{rr'}$. $\sigma^z_{rr'}$ is the $Z_2$ vector potential and $\sigma^z_{rr'}$ is the $Z_2$ electric field. The local constraint becomes

$$t'^1_r t'^2_r t'^3_r s_r = \prod_{r_0 \neq r \neq r'} \sigma^r_{rr'},$$

(43)

where the product is over sites $r'$ that are nearest-neighbors of $r$. The Hamiltonian is

$$H = \sum_{(rr')} \left[ i\chi_{rr}'s_rs_r + i\chi_{rr}'G_r \cdot t_r \right] - \frac{h}{K} \sum_{rr'} \sigma^x_{rr'} - \frac{K}{p} \prod_{rr' \in p} \sigma^z_{rr'}.$$  

(44)

We take $h, K > 0$. The sums in the first two terms are over nearest-neighbor bonds. In the last term, the sum is over lattice plaquettes labeled by $p$, and the product $\prod_{rr' \in p}$ is a product over bonds in the perimeter of $p$.

It is highly nontrivial to obtain the ground-state phase diagram of $H$; there may well be a variety of phases. However, the physics is simple when $K$ is sufficiently large, which is where the spin-liquid phase arises. In this limit, the $Z_2$ gauge field enters its deconfined phase, where fluctuations of the $Z_2$ magnetic field $\prod_{rr' \in p} \sigma^z_{rr'}$ are suppressed. The deconfinement is a robust property associated with a gap to $Z_2$ vortex excitations, which are plaquettes where $\prod_{rr' \in p} \sigma^z_{rr'} = -1$. The other important quasiparticle excitations are the fermions themselves, which carry the $Z_2$ electric charge as evident from their minimal coupling to the $Z_2$ gauge field in Eq. (44). As for any state with a deconfined $Z_2$ gauge field, this state is characterized in part by its $Z_2$ topological order, as discussed for example in Ref. 35.

Another important limit of $H$ arises when $h$ dominates over the other parameters. To be concrete, we set $K = 0$ and assume $h \gg |\chi'|$. First setting $\chi' = \chi' = 0$, there is an extensively degenerate manifold of ground states, consisting of all states satisfying $\sigma^x_{rr'} = 1$ and the local constraint $t'^1_r t'^2_r t'^3_r s_r = 1$. This is precisely the Hilbert space of the microscopic spin model. The degeneracy can be resolved using standard degenerate perturbation theory in $\chi'$ and $\chi'$. The first nonvanishing contribution occurs at second order, resulting in the effective Hamiltonian

$$H_{\text{eff}} = \sum_{(rr')} J_{rr'} S_r \cdot S_r,$$  

(45)

where

$$J_{rr'} = \frac{4\chi_{rr}'(\chi_{rr}' + \chi_{rr}')}{h}.$$  

(46)

It is interesting to note that $J_{rr'}$ is only antiferromagnetic when $\chi_{rr}'(\chi_{rr}' + \chi_{rr}') > 0$. This suggests that states with negative $\chi_{rr}'(\chi_{rr}' + \chi_{rr}') < 0$ are not likely to occur in microscopic Hamiltonians dominated by antiferromagnetic exchange (but might reasonably occur if multispin exchanges are dominant).

We close this section with some brief comments on projected wave functions for Majorana spin liquids, which may be obtained by applying the usual Gutzwiller projection operator $\mathcal{P}$ to the ground state $|\psi_0\rangle$ of $H_0$. To simplify the discussion, we consider a state where $\chi' = \chi' = 0$ and $\chi' = \chi' = 0$ are nonzero only for $r$ and $r'$ nearest neighbors. When $\chi' = \chi'$, then IGG $= SU(2)$, and the projected wave function $|\psi\rangle = \mathcal{P}|\psi_0\rangle$ can be associated with a low-energy effective SU(2) gauge theory, keeping in mind the caveats mentioned at the end of Sec. II. Now, if $\chi'/\chi'$ is changed continuously from unity, the wave function $|\psi\rangle$ does not change at all, because the preprojected ground state $|\psi_0\rangle$ does not change. This occurs because $|\psi_0\rangle$ is a product of $s$- and $t$-fermion ground-state wave functions. It is interesting to note that this is so even though the IGG of the mean-field state—and hence the gauge group of the low-energy effective theory—is now $Z_3$ as long as $\chi'/\chi' \neq 1$. This is a rather dramatic illustration of the problematic association between low-energy effective gauge theories and projected wave functions (see Sec. II).

In order to obtain a distinct Majorana spin liquid projected wave function, we need to change $H_0$ in such a way that $|\psi_0\rangle$ becomes different from the $\chi' = \chi'$ ground state. One possibility is to change the sign of $\chi'/\chi'$, as $|\psi_0\rangle$ does change
when $\chi' / \chi'$ crosses through zero. This only gives a single new wave function, as $|\psi_0\rangle$ is the same for all $\chi' / \chi' < 0$. Another possibility is, rather than simply varying the ratio $\chi' / \chi'$, to add further-neighbor hopping for, say, the $s$ fermions and not for the $t$ fermions. It will be interesting to study such wave functions in future work.

V. MAJORANA SPIN-LIQUID PROJECTIVE SYMMETRY GROUPS

Here, we show that, on any lattice, there is a one-to-one mapping between $Z_2$ PSGs for Majorana spin liquids (Majorana PSGs), and SU(2) PSGs. Since classification of SU(2) PSGs has already been done for some lattices, we can exploit those results to give a classification of Majorana PSGs. In this section, we first establish the mapping between Majorana PSGs and SU(2) PSGs (see Sec. V A). Next, we enumerate the four Majorana PSGs on the square lattice (see Sec. V B). Finally, we consider frustrated mean-field ansatzes, we must then have $M_r = 1$ on all sites. [M = 0 on all sites is also possible, but this would mean the IGG is not SU(2).] Since $M_r \in SO(3)$ for all $r$, the gauge transformation needed to turn $G'$ into $G'$ is unique, up to multiplication by an arbitrary gauge transformation in the $Z_2$ center of SU(2). Upon completing the mapping to a Majorana PSG, this $Z_2$ freedom will correspond to the $Z_2$ gauge freedom to map one set of Majorana PSG transformations into another equivalent set. We have now gone to a gauge where $[H_0, G'] = 0$, where $G' = \sum_r G'_r$. By assumption, we also have $[H_0, S'] = 0$. The most general quadratic Hamiltonian with these symmetries is

$$H_0 = i \sum_{(r,r')} \chi_{rr'} w(F_r F_{r'}^\dagger).$$

Next, consider a space group operation $S$, which acts by

$$S : F_r \to F_{S(r)} U_r S.$$

Because we can multiply this transformation by any element of the IGG, we are free to choose $U_r S = 1$ for some arbitrary site $r_0$. Now consider a site $r_0'$ joined to $r_0$ by the bond $(r_0, r_0')$. The gauge transformation $U_{r_0} S$ must transform the Hamiltonian on this bond into another bond Hamiltonian of the same form [as given in Eq. (52)]. This only happens if $U_{r_0} S = \pm 1$. This conclusion holds for the whole lattice, because by assumption, we can connect any site $r$ to $r_0$ by some path of nonzero bonds. Therefore we have

$$S : F_r \to \pi_r S F_{S(r)},$$

where $\pi_r S$ takes values $\pm 1$ as a function of $r$. We proceed in essentially the same fashion for time reversal, which acts by

$$T : F_r \to (i\sigma^2) F_r U_r T.$$

For an arbitrary site $r_0$, we choose $U_{r_0} T = (i\sigma^2)$. By the same argument as above, on all other sites, we then have $U_r T = \pm (i\sigma^2)$, leading to the desired result

$$T : F_r \to \pi_r T (i\sigma^2) F_r (i\sigma^2),$$

where $\pi_r T$ takes values $\pm 1$ as a function of $r$. Finally, we note that by making appropriate IGG transformations, we can choose spin rotations to act in the projective form $F_r \to U F_r U^\dagger$. We have thus transformed to a gauge...
where the symmetry operations specify a unique Majorana PSG, and have shown statement (2).

B. Majorana projective symmetry groups on the square lattice

The square lattice space group is generated by the following operations:

\[ T_x : (r_x, r_y) \rightarrow (r_x + 1, r_y), \]
\[ T_y : (r_x, r_y) \rightarrow (r_x, r_y + 1), \]
\[ P_x : (r_x, r_y) \rightarrow (-r_x, r_y), \]
\[ P_{xy} : (r_x, r_y) \rightarrow (r_x, r_y). \]

To specify a Majorana PSG, it is enough to specify the action of these operations, as well as time reversal, on the fermion operators.

Exploiting the mapping between SU(2) and Majorana PSGs, and exploiting the results on classification of SU(2) PSGs on the square lattice in Ref. 19, we find there are four Majorana PSGs on the square lattice. We call these MA1, MA2, MB1, and MB2. Reference 19 refers to the corresponding SU(2) PSGs as SU(2)A0n0, SU(2)A0n0, SU(2)B0n0, and SU(2)B0n0, respectively. To specify each of these PSGs, it is enough to give the action of the symmetry action on the singlet state of fermions. In Sec. VI, we give example mean-field states obeying each of four these PSGs.

The MA1 PSG is specified by

\[ T_x : s_{r_x, r_y} \rightarrow s_{r_x+1, r_y}, \]
\[ T_y : s_{r_x, r_y} \rightarrow s_{r_x, r_y+1}, \]
\[ P_x : s_{r_x, r_y} \rightarrow (-1)^{s_{r_x, r_y}}, \]
\[ P_{xy} : s_{r_x, r_y} \rightarrow s_{r_x, r_y+1}, \]
\[ T : s_{r_x, r_y} \rightarrow (-1)^{s_{r_x, r_y}} s_{r_x, r_y}. \]

The MA2 PSG is specified by

\[ T_x : s_{r_x, r_y} \rightarrow s_{r_x+1, r_y}, \]
\[ T_y : s_{r_x, r_y} \rightarrow s_{r_x, r_y+1}, \]
\[ P_x : s_{r_x, r_y} \rightarrow (-1)^{s_{r_x, r_y}}, \]
\[ P_{xy} : s_{r_x, r_y} \rightarrow s_{r_x, r_y}, \]
\[ T : s_{r_x, r_y} \rightarrow (-1)^{s_{r_x, r_y}} s_{r_x, r_y}. \]

The MB1 PSG is specified by

\[ T_x : s_{r_x, r_y} \rightarrow s_{r_x+1, r_y}, \]
\[ T_y : s_{r_x, r_y} \rightarrow (-1)^{s_{r_x, r_y+1}}, \]
\[ P_x : s_{r_x, r_y} \rightarrow (-1)^{s_{r_x, r_y+1}}, \]
\[ P_{xy} : s_{r_x, r_y} \rightarrow (-1)^{s_{r_x, r_y}}, \]
\[ T : s_{r_x, r_y} \rightarrow (-1)^{s_{r_x, r_y}} s_{r_x, r_y}. \]

The MB2 PSG is specified by

\[ T_x : s_{r_x, r_y} \rightarrow s_{r_x+1, r_y}, \]
\[ T_y : s_{r_x, r_y} \rightarrow (-1)^{s_{r_x, r_y+1}}, \]
\[ P_x : s_{r_x, r_y} \rightarrow (-1)^{s_{r_x, r_y+1}}, \]
\[ P_{xy} : s_{r_x, r_y} \rightarrow (-1)^{s_{r_x, r_y}}, \]
\[ T : s_{r_x, r_y} \rightarrow (-1)^{s_{r_x, r_y}} s_{r_x, r_y}. \]

C. Frustrated ansätze and time-reversal symmetry breaking

It is worth noting that, for all the square lattice Majorana PSGs, the form of time reversal constrains the hopping to have a bipartite structure. That is, \( \chi_t^{rr} \) and \( \chi_t'^{rr} \) can only be nonzero if one of \( r, r' \) lies in the A sublattice and the other site lies in the B sublattice. Therefore, on the square lattice, any frustrated mean-field ansatz of the form of Eq. (36) breaks time-reversal symmetry. [We say an ansatz is frustrated if it contains at least one closed loop with an odd number of bonds so that \( \chi_t^{rr} \) (or \( \chi_t'^{rr} \)) is nonzero for each edge in the loop.]

In fact, this statement holds on any lattice for Majorana spin-liquid ansätze. Suppose we have a frustrated ansatz where \( \chi_t^{rr} \neq 0 \) on the bonds of an odd-length closed loop. (We could just as well consider a loop with \( \chi_t'^{rr} \neq 0 \)) The time-reversal operation takes the general form given in Eq. (42); on the \( s_r \) fermions, we have

\[ T : s_r \rightarrow \pi_T^r s_r. \]

If we choose \( \pi_T^r = 1 \), this transformation simply sends \( \chi_t^{rr} \rightarrow -\chi_t'^{rr} \). For loops of even length, this change can be compensated by an appropriate choice of gauge transformation \( \pi_T^r \), but for a loop of odd length this is impossible, so any frustrated ansatz breaks time-reversal symmetry.

To illustrate the strong restriction this imposes on Majorana spin-liquid ansätze, we consider the isotropic triangular lattice with sixfold rotation symmetry and full translation symmetry of the triangular lattice. Using only these symmetries, it is easy to show that any ansatz contains a closed loop of length three (this is true even if the ansatz has vanishing nearest-neighbor hopping). Therefore, if one insists on time-reversal invariance, there are no Majorana PSGs on the isotropic triangular lattice.

VI. MAJORANA SPIN LIQUIDS ON THE SQUARE LATTICE

In this section, we study the simplest ansatz for each of the four Majorana PSGs on the square lattice. The ansätze we consider are the simplest in the sense that they include only the shortest-distance hopping permitted by symmetry. In the case of MA1 and MB1 PSGs, this is nearest-neighbor hopping, while for MA2 and MB2 PSGs, we have fourth-neighbor hopping. Each state is associated with a corresponding mean-field SU(2) spin liquid, obtained by setting \( \chi_t^r = \chi_t'^r \). For the MA1 state, this is the uniform resonating valence bond (RVB) state, and for the MB1 state, this is the \( \pi \)-flux state.

For each state, we study the mean-field excitation spectrum. In all cases except the MB1 state, we find a nested Fermi surface, which we expect to give rise to instabilities upon going beyond mean-field theory and including short-range interactions of fermions. However, at least for the MA1 and MB2 states, these instabilities are expected to be logarithmic in nature (similar to BCS instability), and therefore may play a role only at very low temperatures. The MA2 state has discrete points with a \( z = 4 \) excitation spectrum (i.e., energy goes like the fourth power of momentum), which are likely to lead to a stronger instability that will be important at higher temperatures. The likely consequence of these instabilities is magnetic order, but it should be noted that the resulting ordered states are exotic, supporting gapped \( Z_2 \) vortex excitations and gapped fermionic spinons. This occurs because deconfinement...
of the $Z_2$ gauge field is protected by the $Z_2$ vortex gap, and is thus robust to arbitrary small perturbations.

In contrast to the other states, the MB1 state has gapless Dirac points and is thus dubbed the MB1-Dirac state. The MB1-Dirac state is stable to arbitrary small perturbations, provided that space group, time reversal, and spin-rotation symmetries are respected. This is shown in Sec. VII, where some other properties of the MB1-Dirac state are also discussed.

A. MA1 state

The simplest mean-field ansatz with MA1 PSG has the Hamiltonian

$$
H_0 = i \chi' \sum_r (s_r s_{r+x} + s_r s_{r+y})
+ i \chi' \sum_r (t_r \cdot t_{r+x} + t_r \cdot t_{r+y}).
$$

(82)

When $\chi' = \chi'$, this Hamiltonian reduces to pure imaginary hopping of the $S = 1/2$ fermions, with the hopping phases such that there is zero magnetic flux through each plaquette. Therefore we obtain the SU(2) uniform RVB state at this special point.

Since both $s$ and $t$ fermions have the same spectrum, only with different coefficients, it is enough to focus on $H_0$. Diagonalizing $H_0$, we find that the single-particle spectrum is given by

$$
E_s(k) = 4|\chi'| \sin k_x + \sin k_y|,
$$

(83)

where $-\pi \leq k_x, k_y \leq \pi$, with the proviso that $k$ and $-k$ are equivalent points due to the Majorana nature of the fermions.

There are lines of gapless excitations for $k_y = -k_x$ and $k_y = \pm \pi + k_x$, which constitute the familiar diamond-shaped Fermi surface of the uniform RVB state. Moreover, it is straightforward to show that invariance under MA1 PSG transformations requires these lines to be gapless at the quadratic level. This means, without breaking some symmetry, it is impossible to remove the Fermi surface nesting by adding further neighbor hopping. Upon going beyond mean-field theory and incorporating short-range fermion interactions, it is natural to expect that the nested nature of the Fermi surface leads to an instability to Neel magnetic order. This is well known to occur when $\chi' = \chi'$, and we have verified it more generally, treating an on-site interaction in mean-field theory, and finding an instability to Neel order for arbitrarily small interaction.\(^{36}\)

B. MA2 state

The simplest mean-field ansatz with MA2 PSG has the following singlet part of the Hamiltonian:

$$
H_{0s} = H_0 = i \chi_s \sum_r [s_r s_{r+2x+y} + s_r s_{r+2x+y}]
+ s_r s_{r-x+2y} - s_r s_{r-x+2y}]
$$

(84)

For this PSG, first-, second-, and third-neighbor hoppings are required to vanish, but fourth-neighbor hopping is allowed by symmetry. It is important to remember that hopping of Majorana fermions carries an orientation; the pattern of orientations for the fourth-neighbor hopping of $H_0$ is illustrated in Fig. 1. The single-particle spectrum is given by

$$
E_s(k) = 4|\chi'| \sin(2k_x + k_y) + \sin(k_x + 2k_y)
- \sin(k_x - 2k_y) + \sin(2k_x - k_y)|.
$$

(85)

where $-\pi \leq k_x, k_y \leq \pi$ (again remembering that $k$ and $-k$ are equivalent points). There are lines of gapless excitations for $k_y = -k_x$, $k_y = \pm \pi + k_x$, $k_y = \pm \pi/2$, and $k_x = \pm \pi/2$. It can be shown that these gapless lines are protected (at the quadratic level) by MA2 PSG transformations. Moreover, we again expect an instability to magnetic order due to Fermi surface nesting.

It is interesting to note that the spectrum at $k = (\pi/2, -\pi/2)$ has a $z = 4$ character. Expanding to lowest order near this point, we have

$$
E_s[k - (\pi/2, -\pi/2)] \sim 8|\chi'| |k_x^2 - k_y^2|.
$$

(86)

While we have not studied the issue in detail, the strong infrared singularities from such a point may lead to a strong instability to magnetic order (stronger than the usual logarithmic instability arising from Fermi surface nesting). We also note that we have not verified whether the $z = 4$ nature of this point is protected by MA2 PSG transformations.

C. MB1 state

The simplest mean-field ansatz with MB1 PSG has the following singlet part of the Hamiltonian:

$$
H_{0s} = i \chi' \sum_R [s_R s_{R+2x+1} + s_R s_{R+x+1}]
+ s_R s_{R+2x+1} - s_R s_{R+2x+1}].
$$

(87)

We use a two-site unit cell as shown in Fig. 2, where the orientations of the nearest-neighbor hopping are also shown. Sites are labeled by pairs $(R,i)$, as described in the caption of Fig. 2. When $\chi' = \chi'$, this Hamiltonian reduces to pure imaginary hopping of the $S = 1/2$ fermions, with the hopping phases such that there is magnetic flux of $\pi$ through
each plaquette. Therefore we obtain the SU(2) π-flux state at this special point.

The single-particle spectrum is two-fold degenerate, and is given by

$$E_s(k) = 2|\chi|^2 \sqrt{4 - 2 \cos(2k_x) - 2 \cos(2k_y)},$$

where $-\pi \leq k_s \leq \pi$, $-\pi/2 \leq k_y \leq \pi/2$, and again it should be remembered that $k$ and $-k$ are equivalent points. There are gapless Dirac nodes at $k = (0,0)$ and $k = (\pi,0)$, so we dub this state the MB1-Dirac state. A low-energy theory for this state is derived in Appendix C. This theory is obtained by linearizing about the two gapless Dirac nodes at $k = (0,0)$ and $k = (\pi,0)$. The imaginary-time action $S = \int d\tau d^2r \mathcal{L}$ is specified by the Lagrangian density

$$\mathcal{L} = \bar{\Psi} i\gamma^\mu \partial_\mu \Psi + \Phi^i [i\gamma_\mu \partial^\mu] \Phi^i.$$  

Here, $\Psi$ is a four-component real fermion field arising from the singlet $s$ fermion on the lattice. For each triplet fermion $i'$, $\Phi^i$ is the corresponding four-component continuum field. We denote the $2 \times 2$ Pauli matrices acting in the two-dimensional space of each node by $\tau^i$, and $\mu^i$ Pauli matrices act in the flavor space mixing the two nodes (see Appendix C for more detail). The space-time index $\mu = 0, 1, 2$, and we define $\gamma_\mu = (\tau^2, \tau^1, -\tau^1)$. The singlet (triplet) fermions have velocity $v_s$ ($v_{i'}$), which enter via the derivatives $\partial^s_\mu \equiv (\partial_0, v_s \partial_1, v_s \partial_2)$, and $\partial^{i'}_\mu \equiv (\partial_0, v_{i'} \partial_1, v_{i'} \partial_2)$. Finally, we define $\bar{\Psi} = \Psi^T(-i\tau^2)$ and, similarly, for $\Phi^i$.

This low-energy theory is, in fact, stable to the addition of small perturbations beyond mean-field theory, and the MB1-Dirac state is thus a stable phase. Because excitations of small perturbations beyond mean-field theory, and the MB1-Dirac state is thus a stable spin-liquid phase.

VII. PROPERTIES OF MB1-DIRAC STATE

Here, we briefly discuss the low-energy effective theory of the MB1-Dirac state, and some of its physical properties. In particular, we show that the MB1-Dirac state is a stable phase, and discuss the effect of Zeeman magnetic field. We also discuss some nearby gapped symmetry-breaking phases, and show that states where $Z_2$ vortices are bound to an odd number of Majorana fermions (and thus have non-Abelian statistics) can occur when $PT$-breaking order coexists with columnar dimer order.

The continuum low-energy theory (at the mean-field level) is worked out in Appendix C. This theory is obtained by linearizing about the two gapless Dirac nodes at $k = (0,0)$ and $k = (\pi,0)$. The imaginary-time action $S = \int d\tau d^2r \mathcal{L}$ is specified by the Lagrangian density

$$\mathcal{L} = \bar{\Psi} i\gamma^\mu \partial_\mu \Psi + \Phi^i [i\gamma_\mu \partial^\mu] \Phi^i.$$  

FIG. 2. Orientation of nearest-neighbor hoppings in the MB1 state. The two-site unit cell is indicated by the dashed line. Unit cells are labeled by $R = n, x + 2n, y$. Sites are labeled by the pair $(R, i)$, where $i = 1$ corresponds to the lower site, and the upper site is $i = 2$.

FIG. 3. Orientation of fourth-neighbor hoppings in the MB2 state. The two-site unit cell is indicated by the dashed line. Unit cells are labeled by $R = n, x + 2n, y$. Sites are labeled by the pair $(R, i)$, where $i = 1$ corresponds to the lower site, and the upper site is $i = 2$.
destabilize the MB1-Dirac state—is only capable of describing phases where the $Z_2$ gauge field remains deconfined.

We also need to consider perturbations involving only the fermion fields. The action $S$ is invariant under the renormalization group (RG) scale transformation $\tau \to e^\epsilon \tau$, $r \to e^\epsilon r$, $\Psi \to e^{-i\epsilon}\Psi$, and $\Phi^\dagger \to e^{-i\epsilon}\Phi^\dagger$. This amounts to the statement that we have an RG fixed point with dynamic critical exponent $\gamma = 1$, where the fermion fields have unit scaling dimension. Perturbations that are relevant or marginal under this RG transformation can destabilize the phase; such perturbations are fermion bilinears with no derivatives (dimension two—relevant) and with one derivative (dimension three—marginal). Making use of the symmetry transformations given in Appendix C, it can be shown that all bilinears with no derivatives are forbidden by the combination of spin-rotation, space group and time-reversal symmetries. The only single-derivative bilinears allowed by symmetry are shifts of the velocities $v_s$ and $v_t$. All other perturbations, including quartic interactions of fermions, are irrelevant under the RG. Therefore the MB1-Dirac state is a stable phase.

The same scaling considerations described above also imply the heat capacity $C(T) \propto T^2$ and the magnetic susceptibility $\chi(T) \propto T$. Correlation functions of fermion bilinears fall off as $1/r^4$ in space and $1/t^4$ in time. This implies in particular that $k = (0, 0), (\pi, 0), (0, \pi)$, and $(\pi, \pi)$ spin correlations fall off with these power laws.

We now return to the lattice to discuss the effect of Zeeman magnetic field. In the low-energy effective theory, a $z$-axis Zeeman field gives the following contribution to the Hamiltonian:

$$H_{\text{Zeeman}} = \frac{hc_{\text{st}}}{4} \sum_r s_r l_r^3 + \frac{hc_{\text{ct}}}{4} \sum_r t_r^1 t_r^2,$$  \hspace{1cm} (92)

where $c_{\text{st}}$ and $c_{\text{ct}}$ are dimensionless, nonuniversal constants. Two terms appear in this Hamiltonian because each of these terms has precisely the same symmetries as the microscopic magnetic field operator $\sum_r S_r^z$. In the presence of one of these terms (say $c_{\text{st}} = 0$ but $c_{\text{ct}} \neq 0$) and short-range fermion interactions, we expect the other term will be generated. Therefore both terms must be included.

We focus first on the sector of the theory involving $s$ and $t^3$ fermions. Neglecting coupling to the gauge field and fermion interactions (which, for the effect of a small Zeeman field on the low-energy spectrum, is not an approximation), the single-particle excitation spectrum is given by

$$\epsilon_{st}(k) = |(\chi' + \chi)f_k \pm \sqrt{(\chi' - \chi)^2 f_k^2 + \tilde{h}_{st}^2}|,$$  \hspace{1cm} (93)

where we have defined $\tilde{h}_{st} = \hbar c_{\text{st}}/4$ and

$$f_k = \sqrt{4 - 2 \cos(2k_x) - 2 \cos(2k_y)}.$$  \hspace{1cm} (94)

Each energy level is twofold degenerate, and it should be recalled that $k$ and $-k$ are equivalent points. The spectrum in the sector involving $t^1$ and $t^2$ fermions can be obtained from Eq. (93) by putting $\chi' \to \chi$ and $\tilde{h}_{st} \to \tilde{h}_{ct} = \hbar c_{\text{ct}}/4$.

The effect of the Zeeman field differs considerably depending on whether $\chi_s$ and $\chi_t$ have the same or opposite signs. When $\chi_s/\chi_t > 0$, a small Zeeman field opens Fermi pockets around the Dirac nodes in both the $s$-$t^3$ and $t^1$-$t^2$ sectors. On the other hand, when $\chi_s/\chi_t < 0$, a small Zeeman field opens a gap in the $s$-$t^3$ sector. This is illustrated in Figs. 4–7 (in all cases shown we choose $c_{\text{ct}} = c_{\text{st}} = 1$). These spectral features will be manifest in the spin structure factor $S(q, \omega)$, which can be measured by neutron scattering. Calculation of $S(q, \omega)$ for the MB1-Dirac state is left for future work. We note that similar interesting behavior of $S = 1$ Majorana spinons in a Zeeman field was also found in the exactly solvable model of Ref. 14.

Finally, returning to the continuum effective theory, we consider the properties of some gapped phases nearby to the MB1-Dirac state. In particular, given the appearance of non-Abelian statistics in the $B$ phase of the Kitaev honeycomb lattice model\textsuperscript{16} as well as in one of the exactly solvable models with $S = 1$ Majorana spinons,\textsuperscript{12} it is natural to ask whether such statistics can also occur upon opening a gap in the MB1-Dirac state. We answer this question in the affirmative below, although—at least if we maintain spin-rotation symmetry—it seems to be necessary both to induce a dimerization of the square lattice and to break time-reversal symmetry. It is likely
FIG. 6. Detail of the single-particle excitation spectrum of the MB1-Dirac state, along the line \( k_z = 0 \), near the node at \( k_x = 0 \). The solid lines are the energies in the \( t^l-t^r \) sector, and the dashed lines the energies in the \( s-t^z \) sector. The parameters are the same as in Fig. 5, that is \( h/\chi' = 0.8 \) and \( \chi'/\chi' = 0.5 \).

that there are other routes to non-Abelian statistics if we allow for breaking of spin-rotation symmetry, but we have not studied this possibility.

In the gapped phases we consider, various symmetries are broken; this symmetry breaking can be induced explicitly, or could potentially be induced spontaneously as a result of sufficiently large fermion interactions. In all these phases, \( Z_2 \) vortex excitations remain gapped and the \( Z_2 \) gauge field remains in its deconfined phase. In particular, we consider the following perturbation to the Lagrangian:

\[
\delta \mathcal{L} = im^l_\chi \bar{\Psi} \Psi + im^l_\Phi \bar{\Phi} \Phi^i + im^l_\mu \bar{\Psi} \mu^3 \Psi + im^l_\mu \bar{\Phi} \mu^3 \Phi^i.
\]

(95)

For simplicity of discussion, we restrict attention to the case \( m^l_\chi, m^l_\Phi, m^l_\mu > 0 \). As discussed in Ref. 16, the \( Z_2 \) vortices in a system such as this one have non-Abelian statistics when the Chern number \( \nu \) is odd, stemming from the binding of an odd number of Majorana modes to each vortex.

First, we consider the case \( m^l_\Phi, m^l_\mu \neq 0 \) and \( m^l_\mu, m^l_\mu = 0 \), where the Lagrangian breaks parity and time-reversal symme-

FIG. 7. Detail of the single-particle excitation spectrum of the MB1-Dirac state for \( \chi'/\chi' = -0.5 \) and \( h/\chi' = 0.8 \). The plot is again along the line \( k_z = 0 \), near the node at \( k_x = 0 \). The solid lines are the energies in the \( t^l-t^r \) sector, and the dashed lines the energies in the \( s-t^z \) sector. It is evident that a gap has opened in the \( s-t^z \) sector. The spectrum away from the nodes is very similar to the case \( \chi_1/\chi_t = 0.5 \), as plotted in Fig. 5.
Another promising place to look for spin liquids, in general, is in weak Mott insulators; that is, just on the insulating side of a Mott metal–insulator transition. A given spin–liquid state is naturally associated with a corresponding state, not necessarily unique, obtained by condensing charge–carrying excitations in the spin liquid. This state can be a metal, superconductor or band insulator. This may also be a promising place to look for Majorana spin liquids; indeed, a Majorana spin liquid with projective spin–rotation symmetry has already been discussed in a continuum effective theory of the honeycomb lattice Hubbard model (phase B2 of Ref. 37).

Majorana spin liquids could be studied in Hubbard models using the SU(2) slave–rotor approach, which is an extension to the Hubbard model of the SU(2) gauge theory of the Heisenberg model. For single–band Hubbard models at half–filling on bipartite lattices, in addition to the SU(2) spin–rotation symmetry, there is a SU(2) pseudospin symmetry of which U(1) charge rotations is a subgroup. In the slave rotor framework, we expect that the state obtained from a Majorana spin liquid by condensing charge–carrying excitations will have a spontaneous locking of spin and pseudospin symmetries; that is, SU(2) × SU(2) symmetry is broken to the diagonal SU(2) subgroup of simultaneous spin and pseudospin rotations. This expectation is corroborated by the results of Ref. 37. [There, phase B2 is adjacent to phase B, which has such a SU(2) × SU(2) → SU(2) symmetry breaking.] In more realistic situations, the SU(2) pseudospin is broken down to U(1) charge rotations, and we may expect instead a locking of charge rotations to a U(1) subgroup of spin rotations, corresponding to breaking SU(2) × U(1) → U(1).

On a different note, it is interesting to ask whether our starting point of S = 1/2 fermionic partons is necessary to describe the Majorana spin liquids discussed here—it is not. We could have introduced Majorana partons from the beginning, using the representation of the spin operator in Eq. (37) and the constraint Eq. (40). Considering mean–field Hamiltonians of the form Eq. (36), we would again conclude that T ′ [as defined in Eq. (39)] and not S ′ commutes with the Hamiltonian. The status of spin rotations in such a state is potentially a confusing issue, but the results of this paper—and the starting point of S = 1/2 partons—clarify that this state is in fact spin–rotation invariant.

Actually, there is some freedom in the expression of S ′ in terms of Majorana partons; more generally, we may have

\[ S'_r = -\frac{1}{4} \left[ (1-x)i\sigma \epsilon_{rlr} + (1+x)i \frac{1}{2} \epsilon_{ijk} \epsilon_{ljk} \right]. \]

(96)

Setting x = 0 gives the representation we obtained from S = 1/2 fermions, and x = −1 is the representation used by kitaev to solve his honeycomb lattice model. Putting x = 1 gives S ′ = T ′, as in the representation developed in Refs. 43–45 and employed by Biswas et al. (see Appendix D). Unlike in that representation, however, even when x = 1, there is still an s fermion that enters via the constraint.

We close with a discussion of some open issues for future study. It would be interesting if the formalism developed here can reproduce the S = 1 Majorana spin–liquid phases of the exactly solvable models of Refs. 11, 12, 14 and 15. We have made some attempts in this direction for the model of Ref. 12, but so far have not been successful. It would also be interesting to study projected wave functions for Majorana spin liquids, which we discussed briefly in Sec. IV. Finally, there are, no doubt, other circumstances where a continuous global symmetry is realized projectively in a spin liquid or other exotic phase. For example, suppose we consider a S = 1/2 system with only global U(1) symmetry, which we can think of as a system of strongly correlated bosons. Treating this system using S = 1/2 fermionic partons, the U(1) symmetry can be realized projectively by a locking to a U(1) subgroup of the SU(2) gauge group. Due to the lower symmetry, we expect that the form of the mean–field Hamiltonian is less constrained, and that a wider variety of spin–liquid states may occur. Moreover, projective continuous symmetry can be realized in this system with bosonic S = 1/2 partons, where the gauge group is U(1), by a locking of gauge and global U(1) symmetries. These and other similar states may have unexpected properties, and may prove important in broadening the understanding of exotic states of matter.

While this paper was being finalized, we learned that T. Senthil has independently obtained some of the main results presented here.
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APPENDIX A: RESTRICTIONS ON M,

In Sec. III, it is asserted that, starting from the form \( T'_r = S'_r + M'_r G'_r \) (with \( M'_r \) an arbitrary real 3 × 3 matrix), the requirement \([T'_r, T'_r'] = i e^{i\eta} T'_r \) implies either \( M_r = 0 \) or \( M_r \in SO(3) \). In this appendix, we prove this assertion.

The required commutation relation implies the following equation for the matrix M (here and below, we drop the site label r):

\[ e^{ijk} M^{km} = M^{ii} M^{jk} e^{jkm}. \]

(A1)

We will now find all possible solutions of this equation for M. We proceed by making the singular value decomposition \( M = \sigma UDV \), where \( \sigma = \pm 1 \), U, V ∈ SO(3), and \( D = \text{diag}(d_1, d_2, d_3) \), where \( d_i \geq 0 \). Making use of the identities \( U^{ij} U^{kj} = \delta^{ik} \) and \( U^{ii} U^{jj} U^{kk} e^{i+j+k} = e^{ijk} \) and, similarly for V, Eq. (A1) can be brought to the form

\[ \sigma e^{jkm} D^{mn} = D^{in} D^{jm} e^{nmk}. \]

(A2)

This gives the equation \( \sigma d_3 = d_1 d_2 \) and its two cyclic permutations. Clearly, one solution is \( d_i = 0 \), corresponding to \( M = 0 \). If any one of the \( d_i \) is nonzero, then clearly they must all be nonzero. Moreover, in the case of a nonzero solution, since the \( d_i \) are positive, we must have \( \sigma = 1 \). It is then trivial to show that the only nonzero solution is \( d_1 = d_2 = d_3 = 1 \), which corresponds to \( M \in SO(3) \).
APPENDIX B: INvariant Gauge Group AND FORM OF SYMMETRY OPERATIONS

Here, we show that Majorana spin-liquid mean-field ansätze, with \( H_0 \) as given in Eq. (26), have IGG = \( Z_2 \). This statement holds as long as \( \chi^r_{rr} \neq 0 \) on some bonds; we recall that we always assume this to be the case, since if \( \chi^r_{rr} = 0 \) everywhere, there is no distinction between naive and projective spin rotations, and we simply have an ansatz with IGG = SU(2). We also show that the space group and time-reversal operations leaving \( H_0 \) invariant take a simple form.

To show that IGG = \( Z_2 \), consider first any two sites \( r \) and \( r' \) for which \( \chi^r_{rr} \) is nonzero. The Hamiltonian for this bond is

\[
H_{rr} = i \chi^r_{rr} \text{tr}(F_r F^\dagger_r) + i \chi^r_{rr} \text{tr}(\sigma^i F_r \sigma^i F^\dagger_r). \tag{B1}
\]

We wish to find all gauge transformations \( F_r \to F_r U_r \) leaving \( H_{rr} \) invariant. It is useful at this point to note that the 16 fermion bilinears \( \{\text{tr}(F_r F^\dagger_r), \text{tr}(\sigma^i F_r \sigma^i F^\dagger_r), \text{tr}(\sigma^i F_r \sigma^i F^\dagger_r)\} \) form a complete, linearly independent set of all fermion bilinears connecting the two sites \( r \) and \( r' \). In particular, this means that any gauge transformation leaving \( H_{rr} \) invariant must separately leave the \( \chi^1 \) and \( \chi^2 \) terms invariant: gauge transformations send the \( \chi^1 \) term to a linear combination of the bilinears \( \{\text{tr}(F_r F^\dagger_r), \text{tr}(\sigma^i F_r \sigma^i F^\dagger_r)\} \), while the \( \chi^2 \) term becomes a linear combination in the distinct subspace of bilinears spanned by \( \{\text{tr}(\sigma^i F_r \sigma^i F^\dagger_r)\} \).

In order for the \( \chi^2 \) term to be invariant, we must have

\[
U_r \sigma^i U_r^\dagger = \sigma^i, \tag{B2}
\]

for all \( i = 1, 2, 3 \). The only solution to this equation is \( U_r = U_r^\dagger = \pm 1 \). The \( \chi^1 \) term is also invariant under such a gauge transformation, so we do not need to consider it separately.

Next we need to go beyond the original two sites \( r \) and \( r' \). Suppose there is a third site \( r'' \) connected to \( r \) such that \( \chi^r_{rr''} \neq 0 \) and \( \chi^r_{r'r''} \neq 0 \). In order to leave \( H_{rr'} \) invariant, it is easy to see that we must have \( U_{rr'} = U_r \). Because we assume the ansatz to be connected, we can repeat this procedure to determine \( U_r \) for the entire lattice. Therefore we have shown that the only gauge transformations leaving \( H_0 \) invariant are \( U_r = 1 \) for all \( r \), and \( U_r = -1 \) for all \( r \), and thus IGG = \( Z_2 \).

Now we discuss some restrictions on the form of symmetry operations. As usual, we suppose that \( H_0 \) is invariant under a set of space-group symmetries labeled by \( S \), and also under time-reversal symmetry \( T \). As we see below, these operations must take the form

\[
S : F_r \to F_{S(r)} \pi^L_r, \tag{B3}
\]

\[
T : F_r \to (i\sigma^3) F_r (i\sigma^3) \pi^T_r, \tag{B4}
\]

where \( \pi^L_r \) and \( \pi^T_r \) take values \( \pm 1 \) as a function of lattice site \( r \).

We first consider the space group transformations. The most general action of a space group transformation \( S \) on fermion operators is

\[
S : F_r \to F_{S(r)} U^S_{rr}. \tag{B5}
\]

We can think of this operation as a composition of the gauge transformation \( U^S_{rr} \) followed by the operation \( F_r \to F_{S(r)} \). It is useful to note that the gauge transformation \( U^S_{rr} \) need not leave \( H_0 \) invariant, but must transform the Hamiltonian on each bond \( H_{rr'} \) into another Hamiltonian of the same form, meaning that the result of the gauge transformation can be absorbed into a change of \( \chi^r_{rr'} \) and \( \chi^r_{r'r} \). For two sites \( r \) and \( r' \) with \( \chi^r_{rr'} \neq 0 \), the only such transformations are \( U^S_{rr} = U^S_{rr'} = \pm 1 \), and \( U^S_r = -U^S_{rr'} = \pm 1 \). Now, as above in determining the IGG, suppose a third site \( r'' \) is connected to \( r \) such that \( \chi^r_{rr''} \neq 0 \) or \( \chi^r_{r'r''} \neq 0 \). In order for \( H_{rr'} \) to transform into another bond Hamiltonian of the same form, we must have \( U^S_{rr''} = \pm 1 \). Following this procedure to extend the transformation to the whole lattice, we find \( U_r \) can only take values \( \pm 1 \) for all \( r \), and thus Eq. (B3) holds.

Next, we consider time reversal. The most general realization of time reversal is

\[
T : F_r \to (i\sigma^3) F_r U^T_r (i\sigma^3), \tag{B6}
\]

where the presence of \((i\sigma^3)\) on the right is a convention, and it should be kept in mind that the transformation is anti-unitary. This transformation must leave \( H_{rr'} \) invariant. Acting on \( H_{rr'} \), we have

\[
T : H_{rr'} \to -i \chi^r_{rr'} W [F_r U^T_r (U^T_r)^\dagger F_r]. \tag{B7}
\]

As long as \( \chi^r_{rr'} \neq 0 \), the only transformations leaving \( H_{rr'} \) invariant are \( U^T_r = -U^T_r = \pm 1 \). We can follow the above procedure to extend \( U^T_r \) to the whole lattice and find that \( U^T_r \) can only take values \( \pm 1 \) for all \( r \), thus showing Eq. (B4).

APPENDIX C: CONTINUUM FIELD THEORY FOR MB1-DIRAC STATE

Here, we work out the low-energy effective theory for the MB1-Dirac state, at the mean-field level, and quote the action of the microscopic symmetry operations in the low-energy fermion fields. As discussed in Sec. VII, this low-energy theory is also valid beyond mean-field theory.

We begin by working with the \( \tau \)-fermion part of the mean-field Hamiltonian. Because the development for the \( \sigma \) fermions exactly parallels the treatment below, there is no need to go through it explicitly. We have

\[
H_0 \approx \chi^r \sum_k m_{ij}(k)s_{k^5} \delta_{kj}, \tag{C1}
\]

where the sum is over the Brillouin zone \( |k_x| \leq \pi, |k_y| \leq \pi/2 \), and

\[
m(k) = \begin{pmatrix}
2 \sin(k_x) \\
-i (1 - e^{-2ik_y}) \sin(k_x) \end{pmatrix}. \tag{C2}
\]

The nodes are at \( k = 0 \) and \( k = (\pi, 0) \). Letting \( q \) be small on the scale of the zone size, we have

\[
m(q) = 2q_x \tau^3 + 2q_y \tau^1, \tag{C3}
\]

\[
m(q + K) = -2q_x \tau^3 + 2q_y \tau^1. \tag{C4}
\]

We define continuum fields by writing

\[
\psi_1 \sim \begin{pmatrix} s_{q1} \\ s_{q2} \end{pmatrix}, \tag{C5}
\]

\[
\psi_2 \sim \tau^1 \begin{pmatrix} s_{q+K,1} \\ s_{q+K,2} \end{pmatrix}. \tag{C6}
\]
where \(\mathbf{r}'\) are \(2 \times 2\) Pauli matrices. These fields obey the continuum Hamiltonian density

\[
\mathcal{H}_0 = v_i \psi_1^T (i \tau^3 \partial_t + i \tau^1 \partial_y) \psi_1 + v_j \psi_2^T (i \tau^3 \partial_t + i \tau^1 \partial_y) \psi_2,
\]

where we have introduced the nodal velocity \(v_i\). Defining \(\psi_1 = \psi^T_1 (-i \tau^2)\) and \(\psi_2 = \psi^T_2 (-i \tau^2)\), the imaginary-time Lagrangian density is

\[
\mathcal{L} = \bar{\psi}_1 i \gamma_\mu \partial^\mu \psi_1 + \bar{\psi}_2 i \gamma_\mu \partial^\mu \psi_2,
\]

where \(\mu = 0,1,2\),

\[
\partial^\mu = (\partial_0, v_i \partial_1, v_j \partial_2),
\]

and

\[
\gamma_\mu = (\tau^2, \tau^1, - \tau^3).
\]

We define the four-component spinor

\[
\Psi = \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix},
\]

and define \(\mu^i\) Pauli matrices acting in the flavor space mixing \(\psi_1\) and \(\psi_2\). For example,

\[
\mu^2 \Psi = \begin{pmatrix} \psi_1 \\ -\psi_2 \end{pmatrix}.
\]

For each triplet fermion \(i^t\), we proceed identically and introduce a four-component spinor field \(\Phi^i\). The full continuum Lagrangian density is then

\[
\mathcal{L} = \bar{\Phi}^i [i \gamma_\mu \partial^\mu] \Phi^i,
\]

where

\[
\partial^\mu = (\partial_0, v_i \partial_1, v_j \partial_2),
\]

and we have introduced the nodal velocity \(v_i\) of the \(t\) fermions.

The action of space-group and time-reversal symmetries on the lattice fermion fields is given in Eqs. (71)–(75). It is straightforward but somewhat tedious to work out the action of these operations on the continuum fields. As these symmetries act identically on \(\Psi\) and \(\Phi^i\), we now quote their action on \(\Psi^i\):

\[
T_x : \Psi(r) \rightarrow \mu^3 \Psi(r),
\]

\[
T_y : \Psi(r) \rightarrow \mu^1 \Psi(r),
\]

\[
P_x : \Psi(r) \rightarrow r^1 \mu^1 \Psi(r'),
\]

\[
P_{xy} : \Psi(r) \rightarrow \frac{1}{2} (r^1 + r^2)(\mu^1 + \mu^3) \Psi(r'),
\]

\[
T : \Psi(r) \rightarrow (i \tau^2) (i \mu^2) \Psi(r).
\]

Here, \(r = (r_x, r_y)\), \(P_x : r \rightarrow r' = (-r_x, r_y)\), and \(P_{xy} : r \rightarrow r' = (r_y, r_x)\).

APPENDIX D: APPROACH OF BISWAS et al.

A different approach to \(S = 1\) Majorana spin liquids was introduced by Biswas, Fu, Laumann, and Sachdev (BFLS),

where a mean-field theory of a particular Majorana spin liquid on the triangular lattice (BFLS state) was constructed. This approach has some similarities to ours, but differs in the absence of a singlet \(s\) fermion. Because we feel it may be useful for future work on Majorana spin liquids, we elaborate here on the differences between our approach and that of BFLS. In particular, we discuss how fluctuations beyond mean-field theory may be incorporated in the approach of BFLS. We argue that following the standard route to construct an effective lattice gauge theory—a route that is successful in our formalism—is problematic, except when symmetry allows for a partition of the lattice into dimers. Similar issues arise in constructing a projected wave function. However, we discuss a different route by which fluctuations may be included, which appears to be sound. This approach has, to our knowledge, not been studied in detail, and it will be very interesting to do so in future work. The question of constructing a projected wave function, starting from the mean-field theory of the BFLS state, is still open.

These differences notwithstanding, our approach can describe a very similar state to that of BFLS (with the presence of a gapless \(s\) fermion at the mean-field level). This state and the BFLS state are expected to have very similar physical properties. Indeed, it is conceivable that these two mean-field theories are different limits of the same phase.

The starting point of Ref. 13 is a parton representation developed in Refs. 43–45, where the spin operators on each lattice site are represented directly using a triplet of \(S = 1\) Majorana fermions:

\[
S^t_r = -\frac{i}{4} \epsilon^{ijk} t^j_r t^k_r,
\]

where \(\{t^i_r, t^j_r\} = 2 \delta^i_j \delta_{r,r'}\). Focusing here and below on the triangular lattice and the BFLS state, these fermions are taken to obey a mean-field Hamiltonian

\[
H_0 = i \chi' \sum_{(rr')} t_r \cdot t_{r'},
\]

where the orientations of nearest-neighbor bonds \(\langle rr'\rangle\) are chosen as shown in Fig. 8. As noted in Ref. 13, this mean-field Hamiltonian preserves the full translation symmetry of the triangular lattice, but breaks time-reversal and certain point group symmetries. The fermions have an interesting locus of gapless excitations in momentum space. In particular, the fermions are gapless at the \(\Gamma\) point of the Brillouin zone, and the vanishing gap at this point is protected by translation symmetry.

As usual, Eq. (D1) itself does not completely define the parton representation of the spin model; the physical Hilbert space must also be specified as a constraint on the larger parton Hilbert space. Because there are an odd number of Majorana

FIG. 8. Orientation of nearest-neighbor bonds on the triangular lattice, used to define the mean-field Hamiltonians of Eqs. (D2) and (D5). This pattern of orientations respects the full translation symmetry of the triangular lattice.
fermions on each lattice site, it is not possible to define a
parton Hilbert space for individual lattice sites. Reference 13
describes how one may proceed: the lattice can be (arbitrarily)
partitioned into dimers. Suppose that \( r_1 \) and \( r_2 \) are the two
sites in some particular dimer. We can define three complex
fermion operators by writing
\[
c^r_{12} = \frac{1}{2}(i^r_{12} + \bar{i}^r_{12}),
\]
which satisfy anticommutation relations \([c^r_{12}, (c^r_{12})^\dagger] = \delta^{ij} \].
We can choose the physical Hilbert space of the dimer to be
those states with an even number of \( c^r \) fermions; the state with
no fermions is the spin singlet, and the three states with two
fermions form the spin triplet. This choice is enforced by the
local \( Z_2 \) constraint
\[
D_{r_1 r_2} \equiv -i t^r_{12} i^r_{12} i^r_{12} t^r_{12} = 1.
\]
It should be noted that the choice \( D_{r_1 r_2} = -1 \) is also
legitimate; this picks out the states with an odd number of
\( c^r \) fermions, where the single-fermion states make up a spin
triplet, and the unique three-fermion state is a spin singlet.
These two choices of constraint are in fact interchanged by
the \( Z_2 \) “gauge transformation” \( i^r_{12} \to t^r_{12}, t^r_{12} \to -i^r_{12} \). This
transformation does not satisfy the usual requirement for a
gauge transformation that it leave the physical Hilbert space
invariant. There is also a more conventional \( Z_2 \) gauge freedom
under transformations \( t^r_{12} \to \pi t^r_{12} \), where \( \pi \) takes values \( \pm 1 \)
and is constant on each dimer.

For a given partition of the lattice into dimers, we can spec-
ify a sector of Hilbert space by choosing \( D_{r_1 r_2} = \pm 1 \) on each
dimer. Importantly, because the spin operators are invariant
under the \( Z_2 \) transformations that change the constraint, the
physics is the same in every sector. That is, all correlation
functions of spin operators are the same in every sector.

So far, we have described an exact parton representation of
the spin model, with no approximations. Now, we consider the
mean-field starting point of \( H_0 \), and discuss how fluctuations
may be included. We shall first follow the standard route to
construct an effective lattice gauge theory and show that this
approach is problematic, except when symmetry allows for a
natural partition of the lattice into dimers.

We begin with a particular sector of the parton Hilbert
space, with a fixed set of local constraints. For simplicity of
discussion, we choose \( D_{r_1 r_2} = 1 \) on each dimer. Those \( Z_2 \)
transformations preserving the constraint (i.e., those transfor-
mations that are constant on dimers) play the role of gauge
transformations. With this in mind, we should define \( Z_2 \) gauge
fields \( \sigma^c \) and \( \sigma^t \), not on the links of the original lattice, but
on links connecting nearby dimers. The local constraint \( D_{r_1 r_2} = 1 \)
is promoted to the gauge constraint \( D_{r_1 r_2} = \prod \sigma^t \), where
the product is over those \( Z_2 \) electric fields \( \sigma^t \) touching the dimer
\( (r_1, r_2) \). Hopping terms within a dimer are unchanged from \( H_0 \),
but those between dimers are multiplied by the \( Z_2 \) vector po-
tential \( \sigma^c \). Because any dimer covering of the triangular lattice
breaks translation symmetry, it is clear that this effective gauge
theory has less symmetry than \( H_0 \), and moreover the breaking
of lattice symmetry depends on the dimer covering chosen.
Therefore the mean-field Hamiltonian \( H_0 \) does not properly
capture the physics described by the more complete effective
lattice gauge theory. Of course, if \( H_0 \) itself breaks translation
!\begin{equation}
H_0 = i \sum_{(rr')} \langle rr' \rangle \cdot \left( \tau_r \cdot \tau_{r'} + i \chi \sum_{(rr')} s_{rr'} \right),
\end{equation}!

where again the orientations of nearest-neighbor bonds \( \langle rr' \rangle \)
are chosen as in Fig. 8. If it were possible to gap out the s
fermions, without breaking more symmetries than are already
broken in \( H_0 \), we would obtain another description of the
BFLS state. However, translation symmetry requires both \( t \)
and \( s \) fermions to be gapless at the \( \Gamma \) point, and this state is thus
distinct from the BFLS state, at least at the mean-field level. It is
conceivable that this mean-field state and the BFLS state could
be two different free-fermion limits of the same phase. Even if
the two states are distinct beyond mean-field theory, this state
is quite similar to the BFLS stale, and we expect that its physical
properties are very similar to those elucidated in Ref. 13.
Note that the projected wave function may, in principle, be magnetically ordered or may break other symmetries besides spin rotation. One can check this possibility by calculating the spin correlation function (or other appropriate correlation functions) after projection.